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## Exercise 1

For this exercise we’re going to follow along with the first part of the presentation and compute the error rates for three types of multiple testing correction. Like the presentation, in this example there are 1000 tests and we know when the null and alternative hypotheses are true. For each test we have: - value is from a normal distribution with - value is from a normal distribution with

Here is the data and p-values:

# Do not change this chunk  
set.seed(124)  
T0 = 900;  
T1 = 100;  
x = c( rnorm(T0), rnorm(T1, mean = 3))  
P = pnorm(x, lower.tail = FALSE )

For the first 900 tests is true while for the last 100 tests is true. Throughout this problem you should test with .

### Part 1a

Using the p-values from above how many discoveries are made? If the testing were working perfectly how many discoveries should have been made?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1a -|-|-|-|-|-|-|-|-|-|-|-

sum(P < .05)

## [1] 129

129 discoveries were made, but if the testing were working perfectly there would be 100 true discoveries.

### Part 1b

If no correction (PCER) is made for multiple testing, then compute the Type I error rate, Type II error rate, and False Discovery Rate. Is the Type I error rate similar to what you would expect? Explain.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1b -|-|-|-|-|-|-|-|-|-|-|-

# FALSE means reject null = discovery  
test <- P > 0.05  
test0 <- test[1:T0]  
test1 <- test[(T0+1):(T0+T1)]  
summary(test0)

## Mode FALSE TRUE   
## logical 40 860

summary(test1)

## Mode FALSE TRUE   
## logical 89 11

# the type I error rate is  
sum(test0==FALSE)/T0

## [1] 0.04444444

# the type II error rate is  
sum(test1==TRUE)/T1

## [1] 0.11

# the false discovery rate is  
sum(test0==FALSE) / (sum(test0==FALSE) + sum(test1==FALSE))

## [1] 0.3100775

The Type I error rate is 4.4%, which is close to the 5% level of significance that would be expected. There is a 5% chance of rejecting the null hypothesis by random chance.

### Part 1c

Now attempt to control the family-wise error rate (FWER) using Bonferroni correction. Compute the Type I error rate, Type II error rate, and False Discovery Rate. How do these results compare to using no correction as in Part 1b?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1c -|-|-|-|-|-|-|-|-|-|-|-

# same as btest <- P > 0.05/(T0+T1)  
btest <- p.adjust(P,method='bonf') > 0.05  
btest0 <- btest[1:T0]  
btest1 <- btest[(T0+1):(T0+T1)]  
summary(btest0)

## Mode TRUE   
## logical 900

summary(btest1)

## Mode FALSE TRUE   
## logical 17 83

# the type I error rate is  
sum(btest0==FALSE)/T0

## [1] 0

# the type II error rate is  
sum(btest1==TRUE)/T1

## [1] 0.83

# the false discovery rate is  
sum(btest0==FALSE) / (sum(btest0==FALSE) + sum(btest1==FALSE))

## [1] 0

The type I error rate and false discovery rate have gone to zero. However, the the type II error rate has increased substantially from 11% to 83%.

### Part 1d

Repeat Part 1c using the Bonferroni-Holm Step-Down procedure to control FWER. Are the results any different than when using the ordinary Bonferroni correction?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1d -|-|-|-|-|-|-|-|-|-|-|-

holmt <- p.adjust(P,method='holm') > 0.05  
holmt0 <- holmt[1:T0]  
holmt1 <- holmt[(T0+1):(T0+T1)]  
summary(holmt0)

## Mode TRUE   
## logical 900

summary(holmt1)

## Mode FALSE TRUE   
## logical 17 83

# the type I error rate is  
sum(holmt0==FALSE)/T0

## [1] 0

# the type II error rate is  
sum(holmt1==TRUE)/T1

## [1] 0.83

# the false discovery rate is  
sum(holmt0==FALSE) / (sum(holmt0==FALSE) + sum(holmt1==FALSE))

## [1] 0

The results are no different. The type II error is still 83%, and the type I error and the false discovery rate are still both zero.

### Part 1e

Would either of the Bonferroni correction methods be recommended if you were trying to discover possibly significant results for conducting further research into those results? Explain.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1e -|-|-|-|-|-|-|-|-|-|-|-

It would not be recommended to use either of the Bonferroni correction methods, because the type II error is so high. Having such a high type II error would cause many significant results to appear to be null results.

### Part 1f

Now apply the Benjamin-Hochberg procedure to achieve a target average False Discovery Rate (FDR) of 5%. Compute the Type I error rate, Type II error rate, and False Discovery Rate. Write a brief summary comparing these results to those above.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1f -|-|-|-|-|-|-|-|-|-|-|-

# No Corrections, FALSE means reject null = discovery  
fdrt <- p.adjust(P, method='BH') > 0.05  
fdrt0 <- fdrt[1:T0]  
fdrt1 <- fdrt[(T0+1):(T0+T1)]  
summary(fdrt0)

## Mode FALSE TRUE   
## logical 3 897

summary(fdrt1)

## Mode FALSE TRUE   
## logical 58 42

# the type I error rate is  
sum(fdrt0==FALSE)/T0

## [1] 0.003333333

# the type II error rate is  
sum(fdrt1==TRUE)/T1

## [1] 0.42

# the false discovery rate is  
sum(fdrt0==FALSE) / (sum(fdrt0==FALSE) + sum(fdrt1==FALSE))

## [1] 0.04918033

The type I error has increased a small amount from 0 to .3%, and the false discovery rate has increased from 0 to 4.9%. The tradeoff is that the type II error has decreased from 83% to 42%.

## Exercise 2

A pharmaceutical company is doing preliminary hypothesis testing of hundreds of compounds to see which ones might be useful in treating a rare form of cancer. What form of multiple testing correction should the company use (none, Bonferroni, or FDR)? Explain your reasoning.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2 -|-|-|-|-|-|-|-|-|-|-|-

The company should use FDR. The false discovery rate is not as big a problem when in the preliminary phase, because the company is looking for candidate compounds for further research. It also gives you a better chance compared to no correction at all of finding significant discoveries while keeping the False Discovery Rate down.

## Exercise 3

Cars were selected at random from among 1993 passenger car models that were listed in both the Consumer Reports issue and the PACE Buying Guide. Pickup trucks and Sport/Utility vehicles were eliminated due to incomplete information in the Consumer Reports source. Duplicate models (e.g., Dodge Shadow and Plymouth Sundance) were listed at most once. Use the data set Cars93 to do the following. (Type ?Cars93 to learn more about the data.)

For the next two exercises we are going to use the Cars93 data set from the MASS package. We’ll delete the data having to do with vans so that we are only dealing with cars. The code to load and prepare the data is here:

Throughout this exercise we’ll compare population mean engine revolutions per minute at maximum horsepower (RPM) of the different types of cars (Type).

### Part 3a

Make a boxplot of RPM~Type. Is it reasonable to assume the RPM distributions are normal and have equal variances for the different types of cars?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 3a -|-|-|-|-|-|-|-|-|-|-|-

boxplot(Cars93$RPM~Cars93$Type)

![](data:image/png;base64,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)

Md and Lg appear skewed. Use the shapiro test to validate normality.

#'Cm','Lg','Md','Sm','Sp'  
 shapiro.test(Cars93[Cars93$Type == 'Cm',]$RPM)

##   
## Shapiro-Wilk normality test  
##   
## data: Cars93[Cars93$Type == "Cm", ]$RPM  
## W = 0.93324, p-value = 0.2742

shapiro.test(Cars93[Cars93$Type == 'Lg',]$RPM)

##   
## Shapiro-Wilk normality test  
##   
## data: Cars93[Cars93$Type == "Lg", ]$RPM  
## W = 0.90962, p-value = 0.2414

shapiro.test(Cars93[Cars93$Type == 'Md',]$RPM)

##   
## Shapiro-Wilk normality test  
##   
## data: Cars93[Cars93$Type == "Md", ]$RPM  
## W = 0.93456, p-value = 0.1527

shapiro.test(Cars93[Cars93$Type == 'Sm',]$RPM)

##   
## Shapiro-Wilk normality test  
##   
## data: Cars93[Cars93$Type == "Sm", ]$RPM  
## W = 0.94576, p-value = 0.2826

shapiro.test(Cars93[Cars93$Type == 'Sp',]$RPM)

##   
## Shapiro-Wilk normality test  
##   
## data: Cars93[Cars93$Type == "Sp", ]$RPM  
## W = 0.94089, p-value = 0.4298

Based on the Shapiro Test, it is reasonable to assume all the RPM distributions are normal. Visually the variance looks like it could be the same for the distributions of RPMs.

### Part 3b

Conduct pairwise t-tests with no correction for multiple testing to see which mean RPM’s are different from each other. Summarize your findings including a brief description of which types of cars have significanlt different mean RPM ().

### -|-|-|-|-|-|-|-|-|-|-|- Answer 3b -|-|-|-|-|-|-|-|-|-|-|-

pairwise.t.test( Cars93$RPM, Cars93$Type, p.adjust.method='none',  
 pool.sd = TRUE)$p.value < 0.05

## Cm Lg Md Sm  
## Lg TRUE NA NA NA  
## Md FALSE TRUE NA NA  
## Sm FALSE TRUE FALSE NA  
## Sp FALSE TRUE FALSE FALSE

The mean RPM for Lg is significantly different than for Cm, Md, Sm, and Sp.

### Part 3c

Repeat 3b, but this time use Bonferroni correction.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 3c -|-|-|-|-|-|-|-|-|-|-|-

pairwise.t.test( Cars93$RPM, Cars93$Type, p.adjust.method='bonf',  
 pool.sd = TRUE)$p.value < 0.05

## Cm Lg Md Sm  
## Lg TRUE NA NA NA  
## Md FALSE TRUE NA NA  
## Sm FALSE TRUE FALSE NA  
## Sp FALSE TRUE FALSE FALSE

The mean RPM for Lg is significantly different than for Cm, Md, Sm, and Sp.

### Part 3d

Now suppose we actually need to estimate the differences in the population mean RPM types while controlling for Type I errors using the Bonferroni correction. Use the onewayComp() function from the DS705data package with adjust = ‘bonferroni’ to compute the CI’s with 95% overall confidence. How much larger is the mean RPM for small cars than for large cars according to your estimates?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 3d -|-|-|-|-|-|-|-|-|-|-|-

onewayComp(RPM~Type,data=Cars93,var.equal=TRUE,  
 adjust='bonferroni')$comp

## diff lwr upr t p  
## Lg-Cm -689.77273 -1291.04250 -88.50295 -3.3131069 1.393808e-03  
## Md-Cm -26.13636 -530.52384 478.25111 -0.1496510 8.814214e-01  
## Sm-Cm 270.83333 -238.58556 780.25223 1.5354153 1.286774e-01  
## Sp-Cm 30.35714 -531.44119 592.15547 0.1560556 8.763873e-01  
## Md-Lg 663.63636 96.75378 1230.51894 3.3809275 1.125310e-03  
## Sm-Lg 960.60606 389.24213 1531.97000 4.8554702 5.951613e-06  
## Sp-Lg 720.12987 101.61027 1338.64947 3.3624525 1.193175e-03  
## Sm-Md 296.96970 -171.36579 765.30518 1.8312763 7.082930e-02  
## Sp-Md 56.49351 -468.33778 581.32479 0.3108691 7.567189e-01  
## Sp-Sm -240.47619 -770.14473 289.19235 -1.3111932 1.935909e-01  
## p adj rej H\_0  
## Lg-Cm 1.393808e-02 1  
## Md-Cm 1.000000e+00 0  
## Sm-Cm 1.000000e+00 0  
## Sp-Cm 1.000000e+00 0  
## Md-Lg 1.125310e-02 1  
## Sm-Lg 5.951613e-05 1  
## Sp-Lg 1.193175e-02 1  
## Sm-Md 7.082930e-01 0  
## Sp-Md 1.000000e+00 0  
## Sp-Sm 1.000000e+00 0

The mean RPM for small cars is 961 RPMs larger than for large cars.

### Part 3e

Repeat 3d, but this time use the Tukey-Kramer procedure (use onewayComp() with adust = ‘one.step’ and var.equal=TRUE ). Again, how much larger is the mean RPM for small cars than for large cars according to your estimates?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 3e -|-|-|-|-|-|-|-|-|-|-|-

onewayComp(RPM~Type,data=Cars93,var.equal=TRUE,  
 adjust='one.step')$comp

## diff lwr upr t p p adj  
## Lg-Cm -689.77273 -1271.0080 -108.5374 -3.3131069 1.393808e-03 1.182831e-02  
## Md-Cm -26.13636 -513.7175 461.4448 -0.1496510 8.814214e-01 9.998848e-01  
## Sm-Cm 270.83333 -221.6116 763.2783 1.5354153 1.286774e-01 5.429018e-01  
## Sp-Cm 30.35714 -512.7219 573.4362 0.1560556 8.763873e-01 9.998639e-01  
## Md-Lg 663.63636 115.6425 1211.6303 3.3809275 1.125310e-03 9.651980e-03  
## Sm-Lg 960.60606 408.2801 1512.9320 4.8554702 5.951613e-06 5.744492e-05  
## Sp-Lg 720.12987 122.2195 1318.0402 3.3624525 1.193175e-03 1.020512e-02  
## Sm-Md 296.96970 -155.7607 749.7001 1.8312763 7.082930e-02 3.632245e-01  
## Sp-Md 56.49351 -450.8503 563.8373 0.3108691 7.567189e-01 9.979305e-01  
## Sp-Sm -240.47619 -752.4960 271.5437 -1.3111932 1.935909e-01 6.851085e-01  
## rej H\_0  
## Lg-Cm 1  
## Md-Cm 0  
## Sm-Cm 0  
## Sp-Cm 0  
## Md-Lg 1  
## Sm-Lg 1  
## Sp-Lg 1  
## Sm-Md 0  
## Sp-Md 0  
## Sp-Sm 0

The mean RPM for small cars is 961 RPMs larger than for large cars.

### Part 3f

Simultaneous confidence intervals increase the width of the individual intervals to limit the probability that one or more of the intervals are wrong. Both Bonferroni and Tukey-Kramer can provide the family of simultaneous confidence intervals and maintain an overall confidence level of 95%. Compare your results from 3d and 3e. Which set of intervals do you think is better? Why?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 3f -|-|-|-|-|-|-|-|-|-|-|-

The populations appear to have similar variances, so I think the Tukey-Kramer confidence intervals are better, because they are tighter.

### Part 3g

Even when you’re using a parametric procedure (one that assumes normality for instance), it can be useful to bootstrap the results to validate the choice of parametric procedure. Use onewayComp() to get the Tukey-Kramer confidence intervals with 95% confidence, but add nboot=10000 to have the code appoximate the critical values used to construct the intervals using bootstrapping. How do the results compare the theoretically derived Tukey-Kramer results from 3e? Does this increase your belief in the validity of the theoretical Tukey-Kramer results?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 3g -|-|-|-|-|-|-|-|-|-|-|-

onewayComp(RPM~Type,data=Cars93,var.equal=TRUE,  
 adjust='one.step', nboot=10000)$comp

## diff lwr upr t p p adj rej H\_0  
## Lg-Cm -689.77273 -1275.4905 -104.0550 -3.3131069 0.0016 0.0122 1  
## Md-Cm -26.13636 -517.4777 465.2050 -0.1496510 0.8688 0.9998 0  
## Sm-Cm 270.83333 -225.4093 767.0760 1.5354153 0.0834 0.5394 0  
## Sp-Cm 30.35714 -516.9101 577.6244 0.1560556 0.8592 0.9998 0  
## Md-Lg 663.63636 111.4164 1215.8564 3.3809275 0.0018 0.0098 1  
## Sm-Lg 960.60606 404.0206 1517.1915 4.8554702 0.0000 0.0000 1  
## Sp-Lg 720.12987 117.6085 1322.6513 3.3624525 0.0012 0.0103 1  
## Sm-Md 296.96970 -159.2522 753.1916 1.8312763 0.0702 0.3626 0  
## Sp-Md 56.49351 -454.7629 567.7499 0.3108691 0.7584 0.9980 0  
## Sp-Sm -240.47619 -756.4447 275.4923 -1.3111932 0.2080 0.6849 0

The confidence intervals are similar to Tukey-Kramer. Tukey-Kramer confidence intervals appear to be tigther than the bootstrap confidence intervals. This increases my belief in the validity of the Tukey-Kramer results.

## Exercise 4

Now we are going to analyze differences in prices for different types of cars in the Cars93 data set. The boxplot below shows that the prices are skewed and variances are different.

boxplot(Price~Type,horizontal=TRUE,data=Cars93)

![](data:image/png;base64,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)

### Part 4a

It should be fairly clear that the price data is not from normal distributions, at least for several of the car types, but ignore that for now and use the Games-Howell procedure with confidence level 90% to do simultaneous comparisons (if interpreting the -values use ). (You can use onewayComp() with var.equal=FALSE and ajust = ‘one.step’). Use the CI’s to identify and interpret the largest significant difference in population mean prices.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 4a -|-|-|-|-|-|-|-|-|-|-|-

games.howell <- onewayComp(Price~Type,data=Cars93,var.equal=FALSE,  
 adjust='one.step')  
  
games.howell$pair[[3]]<.1

## Cm Lg Md Sm  
## Lg FALSE NA NA NA  
## Md TRUE FALSE NA NA  
## Sm TRUE TRUE TRUE NA  
## Sp FALSE FALSE FALSE TRUE

games.howell$comp[,1]

## Lg-Cm Md-Cm Sm-Cm Sp-Cm Md-Lg Sm-Lg   
## 6.087500 9.005682 -8.045833 1.180357 2.918182 -14.133333   
## Sp-Lg Sm-Md Sp-Md Sp-Sm   
## -4.907143 -17.051515 -7.825325 9.226190

The largest significant difference in price is between Small and Midsize cars. The Small Midrange price is $17,052 less than Midsize Midrange price.

### Part 4b

Now repeat 4a, but since the price distributions are skewed use bootstrapping by specifying nboot=10000 in onewayComp(). Summarize how these results are different than in 4a.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 4b -|-|-|-|-|-|-|-|-|-|-|-

games.howell <- onewayComp(Price~Type,data=Cars93,var.equal=FALSE, nboot=10000,  
 adjust='one.step')  
  
games.howell$pair[[3]]<.1

## Cm Lg Md Sm  
## Lg FALSE NA NA NA  
## Md FALSE FALSE NA NA  
## Sm TRUE TRUE TRUE NA  
## Sp FALSE FALSE FALSE TRUE

games.howell$comp[,1]

## Lg-Cm Md-Cm Sm-Cm Sp-Cm Md-Lg Sm-Lg   
## 6.087500 9.005682 -8.045833 1.180357 2.918182 -14.133333   
## Sp-Lg Sm-Md Sp-Md Sp-Sm   
## -4.907143 -17.051515 -7.825325 9.226190

They seem to be the same.

### Part 4c

Are the results in 4a and 4b very different? Which results seem more trustworthy, those in 4a or in 4b? Explain.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 4c -|-|-|-|-|-|-|-|-|-|-|-

They seem to be the same. I would trust the bootstrap method more, because the distributions of Price are not normal.

### Part 4d

Since the prices are skewed it might be better to report differences in medians than in means. Use the boot package and Bonferroni correction to bootstrap 4 simultaneous confidence intervals with overall confidence level 90% for the difference in population median price between Sporty Cars and each of the other four car types. You don’t need to interpret the results.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 4d -|-|-|-|-|-|-|-|-|-|-|-

bootMedDiff <- function(d,i){  
 meds <- tapply(d[i,"Price"],d[,"Type"],median)  
 c( meds[5]-meds[1], meds[5]-meds[2], meds[5]-meds[3], meds[5]-meds[4])  
 }

boot.object <- boot(Cars93[,c("Type","Price")], bootMedDiff, R = 5000,   
 strata = Cars93$Type)  
  
# Cm = Compact  
# Lg = Large  
# Md = Midsize  
# Sm = Small  
# Sp = Sporty  
  
# med\_Sp - med\_Cm   
boot.ci(boot.object,conf = 1 - .1/4, type='bca', index=1)$bca[4:5]

## [1] -5.519961 8.489695

# med\_Sp - med\_Lg  
boot.ci(boot.object,conf = 1 - .1/4, type='bca', index=2)$bca[4:5]

## [1] -10.15 4.90

# med\_Sp - med\_Md  
boot.ci(boot.object,conf = 1 - .1/4, type='bca', index=3)$bca[4:5]

## [1] -19.35 -0.25

# med\_Sp - med\_Sm  
boot.ci(boot.object,conf = 1 - .1/4, type='bca', index=4)$bca[4:5]

## [1] 3.5 14.1